
:l. :SOlIz/72Hz \,,",rk:~f:UI()nS and PC mUldfl)rS ,;'~en ..'nrk,r fh., :'r,',\ucncy of 7~ Hz
because these dispbv:, life viewed frorn It >l11)( (l,;:,,:r d.< ,1IC,' :lall a TV set :lIld

so a. higher fame rate is considered nece~~~a,rJ il) ('imlinat,~ any visible tlicker, In

the framework of windows containing video, .hls (onversion problem copes with
interoperability betwe€n digital television and 'nldtimedia.

5.6 Aspect Ratio Conversion

Aspect ratio conversion can be needed both at the transmitter and receiver sides. Typ­
ically, it concerns the conversion between 4/3 and 16/9 formats. Probably digital tele­
vision will start in 16/9, so the problem of compatibility with 4/3 material is real. The
re-sampling is essentia.lly a filtering problem (pure horizontal, pure vertical or mixed),
where above considerations on vertical filter and scanning format are valid. Progressive
scanning would undoubtedly make things much easier.

5.1 Coding' and multiresolution analysis

By lack of place, and also because recent research results are reported in other papers of
this workshop, we will restrict ourself to a. few general remarks :

• Intra-coding is based on the DCT, used as t.he decorrelation operator. The latter
should be a spectral analysis tool, according to Cramer-Loeve's theorem. It is un­
doubtedly a quite efficient operator when applied to a progressive format. For an
interlaced format, one may have to choose between field-DCT and frame-OCT (Le.
after merging two fields). Field-DCT has reduced reduced efficiency because it is
applied to a sequence sampled at half the Nyquist rate in the vertical direction, i.e.
exhibiting aliasing j lack of efl)ciency comes from the fact that extra bits are needed
to encode aliased frequency components. Frame-DCT uses extra bits to encode a.
mixture of spatial information and motion effects which is not exploited usefully.

• Motion compensation is the main ingredient of inter-coding. It suffers from a number
of weaknesses for interlaced pictures. Interf1eld motion estimation and compensation
cannot be very efficient. even for full-pel accuracy, because it is applied to sequences
sampled at half the Nyquist rate in the vertical direction. Sub-pel accuracy involves
vertical interpolations which are illegal from a theoretical point of view. Interframe
motion estimation and compensation applied after field merging attempts to find
motion between two pictures which actually have no physical existence in moving
areas. The coding efficiency of motion compensation is therefore significantly lower
for interlaced pictures than for progressive ones.

• A ma.jor drawback of motion estimation and compensation performed on interlaced
forma.ta is that it provides motion vectors which do not necessarily correspond to
actual motion. Their usefulness for format conversions which could be performed at
the receiver end for improving visual quality is therefore limited.

• Multiresolution a.nalysis (Le. scalability) in a coding scheme would offer some ad­
va.ntages, e.g. for TV/HDTV compatibility of for fast modes in recorders. It cannot
easily be included in the coding process for interlaced scanning, where it requires
additional features from the algorithm a.nd requires extra bits at the output. The
basic reason for this is the existence of v!>rtical aliasing inside fields, which makes
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6 The present and the future

Interlaced scanning has been a magnificent idea to save bandwidth in a consumer oriented
service at a time where signal processing technologies were nearly inexistent. The foregoing
analysis however puts in evidence that it creates more problems than it solves in a digital
environment, where rather complex signal processing are part of the landscape.

The very few advantages that interlaced scanning can offer for display purposes (actu­
ally these advantages are only sensible for a fixed line rate in the display device) should not
weight much at a time where PCa costing about 1,000 usn and including displays with
a spatial resolution equivalent to, or even better than HDTV are part of the consumer
industry world. The computer world has not been constrained by some technological con­
straints belonging to the past; it absolutely ignores interlaced scanning! Convergence of
the broadcasting, telecom and computer industries is part of the present landscape.

The move of the broadcasting world from interlaced to progressive scanning is un­
avoidable in the medium/long term. It is however strongly slowed down by the massive
dominance of the interlaced format both in studio and consumer equipments. This situa­
tion should be recognized as factual and should be duly taken into account.

The advent of digital TV offers a unique opportunity to escape from the constraints and
limitations related to interlaced scanning. We are here faced with a classical fight between
conservatism and progressism. The basic choice is about where to put the emphasis in
new developments. It is also a choice between payi.ng a moderate a.mount now a.nd payi.ng
much more in the future.

While taking interlaced scanning as the main line of thoughts and accepting the related
increase of coding/decoding complexity as an intrinsic part of the base layer, MPEG-2
opened a door to progressive formats. This door is narrow since, whereas 25P is indeed
part of the main profile at main level (MP@ML) option, 50P was "evacuated" to the very
expensive MP@H-14 HDTV level. In Europe the DVB group has adopted MPEG-2 at
MP@ML as the main option and does not seem to push for a better statute for 50P. It is
the author's opinion that these choices are fundamentally erroneous. Excessively sticking
to the interlaced format will limit the added value of digitalization for the broadcasting
industry and it will be a source of increased costs for the user in a medium/long term.
The end result may well be a greater attraction of telecom distributed services compared
to classical broadcasting.

Apparently, more promising solutions are considered in the US and in Japan. Several
progressive formata have already been chosen for the introduction of the new digital HD
television in the U.S. [51. In Japan, the launching of a new standard called EDTV-II
(Enhanced Digital TeleVision) will also make use of a progressive format (480x720, 59.94
Hz) [6}. Let us hope that, after having been leading in the development of digital techniques
for image communications, Europe will not hav., made wrong strategic choices in a crucial
step of the process,
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A Video Compression Efficiency Analysis
using Progressive and Interlaced Scanning

Eric Petajan

AT&T Bell Laboratories
Murray Hill, NJ 07974

Introduction

The delivery of video progranuning to the consumer at a reasonable cost and with
the highest picture quality depends on a variety of technologies and systems. Individual
scenes are transduced with video cameras, film cameras followed by telecine, or reduced
by computer. The video signals are then stored on analog video tape or digitized and
stored on tape. disk, or electronic image buffer. A finished program is produced by
editing individual scenes together. For the last 50 years programs have been delivered to
the consumer using the NTSC system. Consumer grade video tape has more recently
provided aprogram delivery alternative to broadcasting. Today we are on the verge of
mtroducing motion compensated video compression into the prcsram delivery process.
The consequences of this are far reaching and affect the traditional economics of the
entire process. In particular, the choice of video scanning format affects the cost and
quality of the video com()res5ion to varying degrees depending on scene content. This
paper provides an analysIs of the relationship between scanning format, scene content,
and video compression efficiency as it affects picture quality.

Source Material Preparation

In the interest ofcoaservins computing time and storage. a frame size of704 H x
480 V wu chosen. Tho 60 fr8me per second propessive scenes were 4erivecl from
progressive hiah cieflDitioa source material which was apptOpdarely fUtereclllld
resampled to f04H x 480V. The interlaced scenes were than derived from the propeaive
scenes by selectinl the odd lines from the odd propessive framellDc1 the even UDes from
the even progressive frames. Of course. the interlaced scenes have an effective vertical
resolution which is significantly lower than the progressive scenes t.

VIdeo Coder Conftpratlon

A software implementation of an MPEG-2 coder2 was used with propssive
refreshing (see below). No B-frames (bidirectional prediction) were used since the
benefitof B-frames is independent of scanning fonnat. A bit-rate of4 Megabits/sec was
chosen for all experiments. except for the coding of random noise because of its
difficulty. The refresh rate was selected to achieve a startup in one third of a second for
both fonnats. Field/frame coding was used for all interlaced scenes. Figure 1 illustrates
how the encoder can select whether to CCr,';!Tuct a p,ivcn block of pixels from an
interl2.ccd fr:1'11" ',r frQm two C('\CL
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Figure 1. Field/frame coding

The picture quality was measured using the mean squared error of the difference
between the coded and the original pictures. This was expressed as a signal to noise ratio
in decibels using the following equz.tion:



It is generally accepted that difference.s i:1 SNR of less than 5 dB are not significant.

Static and Predictable Scenes

Motion compensated transform coding explicitly measures spatial and temporal
redundancy in an image sequence and only sends unique picture information to the .
decoder (see Figure 2). The use of intra-frame-only cOding (refreshing shown in Figure
3) for decoder startup (channel acquisition), or to provide insert edit points~ is an .
exception to temporal redundancy removal in the encoding process IIld requirellll
increase in coded bit-rate to maintain equivalent picture quality. The best illustration of
this is in the codina of a static image sequence (repeated stUll. Virtually the oo1y
information rC9uired by the decoder after startup is a set of zero-Ienatb motion vectors for
each frame wbich consumes a tiny fraction of the bit-rate for a motion sequence.
However. the use of I-frames or I-blocks (1 means intra-frame coding) dramatically
increases the bit-rate to levels comparable to coded motion scenes.

au lint Jz st/on
Con Irol

QuIlt/zit,•
• nd $fIction

I
Ouartlzatlon InlcnMtJon

Yldeo In DFO and,,,+~ t OCT

I
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Qwrtr.d

OIttpl.e«I - -ct»lflt:llnlJ
F18m. . r

R.con_,uct.d

f
DFO I Irw.... I trN." II OCT Q• ..-Iz.,.

Mdlon Co~ensat.d
Pnaclctor

R.COM'IVC ted ~

1',.",. Motion
Vecfotw..

r
~ Motion E adm.to r

Figure 2. Video Encoder Loop



~dvantages:
• Faeter -=luBltlen If clceely spaced In time
~~OVlde. cle.n InMrten points for commercIals or edlUng
~Isadvantages:
~ Com~lcat.. rate control
~ Requires Increased rate buffer size
~ May produce periodic distortion variation

Progressive Refressing

Advantages:
• easier rata centrol
• Smaller rate buffer possible
Disadvantages:
• Slower aqulsltlon

Figure 3. Refreshing techniques

To achieve a liven decoder startup time or insert edit point pedoci. an entire frame
must be intra-frame coded within the liven tlme COAIttaiAL Since the frame rate in OUt
prosrasive focmat (60 frameslsec) is twice tbac ofm. interlaced format (30 fl'ameslsec).
the ratio of intra-eode frames to intet-coded ftamN IDUIt be twice u blah for the
inredaced fannat COIIII*'d to the propasive format to achieve the aame decoder startup
time. 1'bemfore, the DC.IIftber of intra-eoded frameI per secood is equivalent between our
intetllCCd and ptOINIIive foanats. Thia holds true for both I·framea aad prosresslve
refreshina with I-blocks. Since virtually all of the bit-rate ftom a coded static scene is
consumed by intra-frame inlonnation. the coded picture quality should not depend on
whether interlace or pIOlfCSSive scannin, is used. However. the codiaa process will not
remove interlace artifacts. Thus. for stattc scenes, progressive sclMinl provides
eqUivalent coded picture quality compared to interlaced scanning without interlace
artifacts. This was verified experimentally and the results are shown in the first row of
Table 1. The image of Chicago was coded with an SNR of 39.83 dB using progressive
and 39.97 dB using interlaced scanning. This .14 dB difference is not significant



Scene Blt-rate Progrcsslvc: Interlaced Prog SNR
SNR(dB) SNR(dB) - Int SNR

Chicago 4 39.83 39.97 .0.14
Still Mbits/sec

Panned 4 21.92 I 21-:84 0.08
MaD Mbitslsec

!

Noise 12 18.10 19.57 ':1.47
Mbitslsec

Chicago 4 27.19 26.91 0.28
Zoom Mbitslsec
Mall 4 34.61 34.96 -0.33

Mbitslsec
Trame 4 39.40 38.58 0.82-

Mbitslsec

Table 1. Video coding results

The second row ofTable I shows results for a Panned Map which is highly
predictable and contains no noise. As expected, the two formats perfonned nearly
equally with the progressive SNR higher than the interlaced SNR by .08 dB.

Random Noise

Now consider the coding of a sequence of frames of random noise. This type of
scene is the opposite of a static scene from a video coding perspective. i.e.• static scenes
arc completely correlated (at least temporally) and noise is completely uncorrelatcd. The
only opportunity for redundancy removal in t!tis case is the substitution ofcoding
artifacts for some of the random noise using human perceptual modelinl. Again. the
intra-coded block rate is equivalent between our two focmats but now the iAter-eoded
blocks consume nearly as many bits as the intra·coded blocks and the interlaced format
has half as many inter-coded blocks per second as the progressive format. Therefore. the
coding of interlaced random noise should provide better fidelity than progressive random
noise. In effect. interlaced scanning of random noise discards half of the noise samples
before coding which recluces the bit-rate proportionately. The third row ofTable 1shows
the experimental resutes for this case where the coding of a noise sequence ~uced a 1.5
dB Increase in 8NR usiqlnterlace compared to progressive scannlIia. A bit-rate of 12
Megabits/sec was used for this difficult scene to give reasonable SNR values.

Typlea1 Scenes

Row 4 ofTable 1shows coding results for a scene which contains no noise but is
only partially predictable because it is a computer generated zoom using the Chicago still.
Block-based motion compensation can only approximate non-translational motion such
as zooming or rotation. Progressive scanning is slightly favored for this scene with a .28
dB increase in SNR compared to interlace.

Typical camera scenes contain some noise (electronic or film grain). static or
temporally predictable areas (panning), and areas with unpredictable or complex. motion
(uncovered background. fast zooms). The concribution to the total coded bit·rate from
each type of scene content is proportional to the area of each type integrated over the
duration of the scene. The contribution to coded bit-rate from noise is proportional to the
noise amplitude and spectral characteristics Tat'k l lis,s two scenes in rows 5 and 6
which were filmed at 30 frames/secor.(~ c::dluj\.o';Jl\ :Jnd :'2.;fic These scenes were



scanned and digitized before coding and they were doubled in speed to 60 fr<1II1es per
second in order to derive both 60 frames/sec progressive and 30 frames/sec interlace from
the same scenes. Of course changing the frame rate in simulation is done merely by
changing a software parameter. The Mall scene was shot indoors and contains the
random motion of a fountain and some complex motion (people walking). Increased film
grain from indoor light levels and random motion gives the interlaced form of this scene a
.3S dB increase in SNR compared to the progressive form. This is not significant and
does not result in any visible improvement in picture quality. The Traffic scene was shot
outdoors and contains various speeds of motion. The progressive fonn of this scene
produced a .82 dB increase in SNR compared to the interlaced form. This is a somewhat
vi~ible difference in picture quality. The interlaced forms of both scenes contain visible
interlace artifacts.

Conclusions

The experimental results clearly show on a wide variety of scenes that the picture
quality of coded progressive scenes is equal or better than that of the interlaced fonn of
the same scenes. In one case the progressive picture quality was significantly better than
interlaced (not considering interlace artifacts). This may have been due to the increase in
spatial frequency energy in moving areas. If frame codmg is used, moving edges are
jagged leading to high frequency DCT coefficient amplitude. If field coding is used, the
smaller block size reduces the efficiency of the ncr.

Since the pixel rate of the progressive format is twice that of the interlaced fonnat,
the coding efficiency for progressIve scanning has been shown to be twice that of
interlaced scanning. The only exception to this is scenes with high amplitude random
noise. Properly coding such scen~ calls for noise filt~ring before coding using
progressive scanning. If the noise was intentionally added for effect then a block-based
pseudo-random noise pattern should provide .sufficient spatial and temporal
redundancy for good picture quality. If the availability of progressive scan cameras is in
question then deinterlacing before video coding should provide most of the benefit of
progressive scanning.
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Abstract
lnter/Qced versus progressive scanning is an impOl1lJlJt issue when deaUng with dlgital
television. Not only becawe the clumge from analog to dlgiUd communiCl.Uion may be seen as
an opportunity to move to other formats. but also bectulSe of the weU-lt:nown artifacts of
interl4ced scanning (interline twiner. liM crawling. andjield aliasing) compared to the nanual
way of representing two-dimensional images as the progressive format does. However. digital
broadcasting has to face the problem oftransmitting twice the number ofpels ofthe progressive
format. /1 is the purpose of this article to study this problon. and especially to check if the
increased vertical and temporal correlations of lhe progressive pictures provitk a significant
imprOYmJent in the bil-rate reduction efficiency. In lhoJ case. progressive scanning may also be
used as an intermediate transmission fonnat to improve the compression performances of
interlaced sequences.

1. Introduction
Interlaced scarming was introduced about 2S yeirs ago as a simple and effective trick to halve
the bandwidth. resulting in a shape size in the vertical/temporal domain adapted to the human
vision limitations, hence its high spatial definition and field rate. However, critical material
emphasizes typical interlaced artifacts, such as the well-known interline twitter, line crawling
and field aliasing[l]. 1bese defects are much more annoying today because of the improved
picture quality of both displays and cameras. Moreover, half the bandwidth for analog
transmission of TV signals is an efficient solution. whereas for digital communication the
challenge lies in achieving a high pietwe quality at a given bit rate. This requirement in the
coding efficiency leads to the MPEO-2 standard [2].
From these considerations progressive scanning can be considered as a candidate for a new
transmission format, because progzasive pictures have higher vertical resolution. seem much
more attractive than interlace for signal processing, and guarantee the compatibility with other
multimedia applications. Unfortunately, the number of samples is twice that of the existing
interlaced format.

It is the purpose of this paper to compare the efficiency of both progressive and interlaced
formats in the context of a MPEG-2 coding scheme. Based on these results different conclusions
will be drawn to demonstrate that the progressive formal improves the overall picture quality,
and thal such a transmission format may be also an intermediate step towards progressive
broadcasting without loss of performances compared to the ex.isting interlaced one.
Unfortunately the compression perfonnances can not be SIgnificantly increased.



2. Coding Efficiency Comparisons

The included simulation results are obtained from two different MPEG-2 broadcasting chains in
both scanning fonnats (details in [3]), and with the following source materials (results for the
four last progressive sequences are available only with interlaced display) :

• Interlaced: Mobile and Calendar and Flower and Garden' From a tube camera;

• Progressive:
#I Renata RAJ : From an HDTV tube camera;
#I Kiel Harbor and Kiel Harbor 2 : Digitized photo with synthetic motion;
#I Pelllki and Foot : From a progressive tube camera;
#I Pops : From a progressive CCD camera;

Two different deimerlacers. one at the trIDSIDitter side (hip quality motion c:ompensated [4]),
cae at the receiver side (low cost macroblock. based solution, making use of the traDSlDitted
MPEG-2 motiQJ1 vectors), deal with the inted.ac:ed to progressive conversions (more details can
be found in [5]). The opposite format changes are peIformed through vertical filtering
(including the Ke11 factor) and subsampling.
In addition. two bit-rates have been selected (4 Mbit/s excepted MOBILE encoded at 6 Mbit/s)
in onter that the picture quality over all the set of sequences is constant (PSNR between 30 and
35 dB). 'The PSNR (peak Signal to Noise Ratio) together with a subjective expert analysis
evaluate the efficiency of each scenario.

2.1 MPEG·2 Encoding Parameters

Some parameters have to be defined to comply with the MPEG-2 syntax. Among them some are
specific to the progressive format and can be optimized such as .

- progressiveJrame set to 1. coded video contains only progressive frame pictures. It leads
to :picture_strueture= "frame" and/rameyredJrame_dct=l;
- frameJ'redJrarne_tiet set to 1. For each mecroblock, this flag suppresses useless flags like
frameJnotionJlpe (2 bits) and del_type (l bit) from the bitstream;
- The motion estimator is a 5 hierarchical levels block-matching with a {-127.+128)x[­
63.+64] half-pet vector range. It is based on a pyramidal structure which leads to a very
simplified and efficient data processing when dealing with progressive (l vector instead of
5). Furthermore. it leads to a simplified mode decision processor.

Accordingly. progressive coding reduces the side-information by 3 bits/macroblock. it lowers
the number ofvectors to transmit, and simplifies the chrominance mters.
Other MPEG-2 parameters are identical for both formats such as the VLC intra tables
(intra_vlcJormat=l), the non-intra quantization matrix (flat). the macroblock mode selection.
the thresholding of the DCT coefficients, the quantizer type (q_scale_type=O). the zig-zag
matrix (alte11UJU_scan=O). All these points are not in the scope of this paper and will not be
further discussed.
The encoder is thus MPEG-2 compliant except for its use of the progressive (not currently
supported by this profile). Anyway, the obj~ve of this study is to compare both formats with
the same picture size. and a new level might be further included in the MPEG-2 final standard
specification to comply with progressive scanning"

Finally. only the GOP structure remains to be specified. For interlaced signals the classical one
is used (M=3. N=12) when for progressive pictures computer simulations lead to M=5. N=25
(slightly more efficient than M=6. N=24)



2.2 PSNR and subjective picture evaluation

Let us just remind that between pictUres of the same format a bener PSNR value generally
means a bener picture quality if the gap is significant (greater than 0.5 dB), otherwise subjective
picture evaluation is required. For instance with the previous display formatS, and considering
that pro~ssive display leads to a higher picture quality, a lower progressive PSNR value does
not necessarily mean a lower picture quality.

• Interlaced display (progressive coding +receiver interlacing I inlerIaced coding + display) :

Mobile Plower Kit) Renata

Poot Kiel % Peaclel Pops

Pros Int Pro« In! Pros In! Prog Int
29.32 32.30 30.38 30.64 32.11 31.61 33.49 33.14
33.90 34.45 33.47 33.39 39.08 39.23 36.07 35.69
31.85 32.11 31.87 31.38 37.82 38.00 37.86 37.67

PSNR(dB) Y
PSNR(dB) U
PSNR(dB) V

CodiaC Format

Cod" Fonaat. Pros Int Pros Int Pros Int Pros Int
PSNR (dB) Y 32.23 30.84 29.17 27.81 41.25 41.87 36.35 36.99

Table 1· PSNR (dB) (or interlaced signals

Pro~ive coding performs slightly better (psNR and picture quality) for 4 sequences (Kiel,
Renata, Foot, Kiel 2). For two (Flower and Pendel) the visual quality is in favor of the
progressive format, confirming that the PSNR difference is too low to be significant (Flower <
0.3 dB), or too high for visual artifacts (Pendtl). And finally, Pops leads to visually similar
pictures (difference = 0.6 dB), and Mobile performs better when interlaced coded (+ 1 dB).
Thus the two formats perform similarly (average PSNR : 0.17 dB more for progressive), except
when the deintedac:ing failed. In addition, the Kell tilter, for progressive to interlaced
conversion, acts as a post-tilterto improve the picture quality of the interlaced decoder.

,
• Progressive display (progressive coding + d!sPlay I interlaced coding + receiver deinterlacing) :

Mob. Flower Kiel Renata
Cod•• Format
PSNR(dB) Y
PSNR(dB) U
PSNR(dB) V

Pros Int Prog Int Prog Int Prog Int
31.30 27.51 31.41 26.59 3036 26.10 31.12 27.18
34.26 33.28 34.10 33.68 40.47 39.21 35.55 34.24
32.29 31.44 32.30 30.83 39.15 37.85 37.47 3632

Table 2 - PSNR (dB) (or progressive signals

The only conclusion from the previous table is that the macroblock based deintedacer does not
perform very well It means !bat very simple aod low cost solutions can DOt be used, and that
careful design should be done to teach an acceptable quality.

• Interlaced I Proaressh'e c:bain (progIessive coding + display I interlaced coding + display) :

Mobile Flower Kitl Renata
Cod., Pormat
PSNR(dB) Y
PSNR(dB) U
PSNR(dB) V

Pros Int Pros Int Prog Int Prog Int
31.30 32.30 31.41 30.64 3036 31.61 31.12 33.14
34.26 34.4S 34.10 3339 40.47 39.23 3S.55 35.69
32.29 32.11 32.30 31.38 39.15 38.00 37.47 37.67

Table 3 • PSNR (dB) for progressive and interlaced broadcasting

From table 3 interlaced broadcasting seems bener than progressive except for Flower. As a
matter of fact, subjective evaluation show that, besides nearly 1 dB loss (for Mobile), the picture
quality is higher with progressive encoding of ime o ;;l,;ed '.ources because it removes the



interlaced artifacts (flicker). In addition. the double resolution of the progressive original
pictures explains the PSNR loss when progressive encoded, but the picture quality can be higher
(fix.ed and detailed areas of Kiel). or lower (interlaced effect<; <;ometimes masks the coding
artifacts of Renata) depending on the scene content

From the three previous analysis. the following conclusions can be pointed out:
1)- An all progressive chain u geMrally preferred to an aU interlaced one;
2)- In case 0/ interlaced display. progressive transmission improves the picture quality of

progressive sources compared to their i~rlaced versions, and the loss of resolution with
interlaced sources (due to the lnler1lldng filter) can supersede the reduction of blocldng
t:lfects brought by the progressive encoding.

To explain these results. the following classification bas to be done between sequences with
similar vertical resolution and sequences with different vertical resolution. but also depending
on the motion content. It leads to table 4.

u- Wjthout motion (Mob"'. Pendel, POJl$I end of RtlHItQ) ; The pictures are frame coded in
both formats. thus the spatial correlations and the motion performances are similar. The double
number of pels of the progressive leads to a double bit-rate for I frames. but also for B frames
since twice the number of vectors have to be transmitted (the bit-rate required for the
macroblock header including motion vectors is 30% to 40% of the total bit-rate). For P frames
the motion estimator performs better with progressive scanning (lower temporal distance). and
the bit-rate required for the macroblock header represents less than 20%. However. it is not
enough to prevent the 1 dB loss moving to progressive scanning in the case of intedaced source
pictures. and this is increased up to 3 dB loss for progressive sources pictures because of the
increased resolution;

2)- With motion (Flower. foot. Kid. Kid 2. "rinninr qf R(lI4ta) :The pictures are field coded.
The number of motion vectors is the' same in both case (2 fields vectors are transmitted per
macroblock). It can thus be expected to have the same bit-rate for the B frames whatever the
focmat is. In addition. once again progressive performs slightly better for the motion prediction.,
the bit-rate is thus expected to be lower than twice that of the interlaced P frames. Fmally. the
spatial correlation is probably better for progressive pictures. the bit-rate for 1 frames should not
be too much higher than in the interlaced case. The result is 1 dB gain moving towards
progressive scanning with interlaced S0111'CC signals and 1 dB loss with progressive source
signals (once again the additional 2 dB loss is due to the increased venica! resolution);

Proa/IDt codiDg + lilt display
(lDt/lDt PSNR)

Static Motion
-3 ·1

Progressive source
Static Motion

-1 +1

ProIfIat cocIiq + display
(ProsIIDt PSNR)

-I +-1 -3 -1

Table 4 - PSNR pin (dB) moving towards progressive scanning

When interlaced display is performed for each format. 2 dB have to be subttacted to the
perfocmances of the interlaced origjnal pictures. and 2 dB have to be added to those of the
progressive sources (the first gain is due to an average value computed with less samples, and
the second loss to a filtering effect).



2.3 Influence of the Bit-Rate

Is the comparison between progressive and interlaced scanning bit-rate dependent? To answer
this question. simulations on the sequence Pops have been performed at 2. 4 and 6 Mbit/s
considering interlaced display. Table 5. clearly shows that if interlace is bener at high bit-rates
this is still true at low ones if not even more (from 0.6 dB at 6 Mbit/s. up to 1.7 dB at 2 Mbit/s).
The number of pels as well as the vertical and horizontal resolution are very critical at low bit­
rates, and. even with interlacing. prefiltering is often required to smooth the picture content If at
high bit-rates the increased vertical resolution can be compensated. it is not true at low ones.
Consequently, the performances of the progressive format decrease faster than those of the
interlaced one at low bit-rates.

Blt-ntes
C.""ormat
PSNR (dB) Y

2 MbltIs 4 Mbitls
Pros Int Pros Int
32.17 33.87 36.35 36.99

Table 5 - PSNR (dB) at different bit-rates

6 Mbltls
Pros Int
37.98 38.58 .

2.4 Inftuence of the Picture Complexity

It has been shown that the conclusions differ depending on the picture content Table 6 sum up
the previous results by decreasing order of complexity value. referring to the original
progressive sequences that have been inredaced. 1be PSNR can be considered related to the
difficulty to encode a pictUre. thus it is selected as complexity measure (a high complexity gives
a low value)

PSNR (elB) Y 29.17 Z7.11
P!OJ lilt
32.23 30.84

P!OJ lilt
32.11 31.61 33."9 33.1"

Proc Int
36.3S 36.99

Pendef(Ga)

P!oJ Inl
..1.25 "1.87

"fable 6 - PSNR (dB) for different picture complexity

From table 6. progressive performs clearly better for complex images and a little worse for
pictures with a low complexity. The reason is that at low complexity the progressive format
bring no additional information compared to interlace, and since twice the number of lines
should be transmitted it results in slightly lowering the PSNR of the decoded pictures. However,
since the gap is nearly equal to 0.5 dB, and since both progressive and interlaced PSNR are
high, no noticeable difference between both formats can be seen.

2.5 Innuence of the Deinterladng

Moving towards progressive transmission will require conversions from progressive to
interlaced and interlaced to progressive scanning to manage present studio environmenL Thus
the effects of the deinterlacing have to be studied to be sure that it handles field aliasing
properly. Table 7 depicts the results of simulations performed on the Kiel 2 progressive source
sequence by means of PSNR values (they refers to the original sequence that has been interlaced
allowing for reliable comparisons). The original pictures are progressive encoded and intedaced
displayed to give the PSNR value called pTogT~ssive in table 6. Then the source is intedaced
coded and displayed, and its PSNR computed in column interla&td. Fmally, the previous
interlaced sequence is tkinterlaced to go back to progressive coding and final intedaced display.

CodiDg Format Progressive Interlaced Deinterlaced
PSNR (dB) Y 29.17 27.81 28.36

Table 7 • PSNR (dB) between interlaced. deinterlaced and progressive signals



As expected. the deinterlaced sequence is better th:m the Interlaced one. because the original
progressive source performs already better thm the Interlaced version. md because the
deinterlacing is artifacts free on that sequence.
However. these results are very dependent on the quality of the deinterlacer. thus conclusions
may take into account possible low quality deinterlacing Having in mind that future
deinterlacing will become better and bener.

3. Conclusion
In this paper, the coding efficiency of both progressive and interlaced scanning formats are
compared by means of PSNR values and subjective picture quality analysis. The main goal was
to evaluate the impact of using a progressive transmission format compared to the existing
inIerlaced one. It leads to the conclusion that the absence of interlaced artifacts (mainly line
flicker) allows the use of a greater compression factor in the case of progressive processing and
display. At the same bit-rare an all progressive broadcuting chain. &om the source capa.ue to
the final display, is thus preferable to an all interlaced one, except for an increased hardware
complexity if tWice the number of pels is scanned. Moreover, with interlaced display, the
progressive transmission can be considered at least as good as the interlaced one and generally
better if progressive sources are encoded. Unfortunately, the conclusions are not so clear when
dealing with interlaced sources : the loss of resolution supersedes sometimes the reduction of
blocking effects and the conversion from progressive to interlaced scanning after decoding can
either improve (post-filtering of the coding artifacts) or decrease (loss of resolution) the picture
quality depending on the source sequences available.
Consequently, it has been shown that progressive does not lead to a loss of performances, that
on the contrary it brings a more stable picture quality, even if the MPEG-2 standard has been
optimized for interlaced signals.
Thus, from a pietwe quality point of view. progressive scanning is a very attractive format for
the transmission, and even more for the visualization of pictures. In addition, progressive can be
used as an intennediate step towards' progressive broadcasting of TV signals without loss of
perfonnances compared to the existing interlaced format. This is even more interesting when a
smaller picture size is considered, to comply 'with the actual MP@ML profIle (of cowse
comparable pietwe quality is assumed).
Finally, if the MPEG-2 compression perfonnances can not be significantly increased moving
towards progressive scanning, compatibility with the multimedia applications (Computer,
Broadcasting, Transmission, Virtuality, Fllm. "0) will be simplified and more efficient This is
perhaps the best way to go to.
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Abstract

Simulcast or limu1laneous broldcutiD& of a pIOJtID1 at two di1fenDl quality or resolution levels
requires • less compla source codin& than scalable or hierardUcallOun:e cod.inI. where 1bere is a link
betweal base and enhaneeme:n1layer. In this paper, we will investi&are die conditions under which •
scalable system has a better subjective quality compared to simulcast at equal bit-n.tes.

1 Introduction

Hiezmchical coding repesents data in two layen : a base laye- and an enhancement laye-. A hierarchical
decoder has to decode both layen and has ~fore ahighercomplexity thanadecode:' that decodes just one
laye-. A transmission with no hierarchical coding link between both layen broadcasts simultaneously the
same program at two different bit-rateS or quality levels, and is therefore called "simulcast". This simulcast
scenario does Dot RlQWre a more complex decoder for the enhancement layer. This contribution discusses
pros and cons of simulcast and hierarchical source coding over a hierarchical transmission chain.

In section 2 we will 6rst define the hierarchical transmission chain. Section 3 and 4 treat the cases of
quality scalability anii resolution scalabpity. Section 5 discusses the hardware complexity of the scalable
and the simulcast decoder. Section 6 is a report of SUbjective tests of spatial scalability and simulcast carried
out in the Eureka-project "ADll

2 Hierarchical transmission chain

Both hierarchical or scalable coding and simulcast are ways of source coding for a hierarchical transmission
chain, i.e., a transmission chain with achannel coding and a modulation that have two levels of protection:
a well-protected pan that can be received under good and under severe transmission conditions, and a less
protected pan that can be received UJl<b' good conditions only. The recently decided specification of DVB
for terrestrial transmission [1] foresees such a hierarchical transmission chain as an option. An example of
a bienrchical or rugged transmission chain has been demonstrated by the HDTVT project during the !FA
exhibition in Berlin, Sept. '95 [2].

In bicnlrt:bical transmission chains, the available net bit-rate for source coding is usually srnalle- for the
well-proteeted pert (base laye-) than for the less-protected part (enhancement layer). There are mainly two
reasons for dial :

A first reason is that the higherprotectionofthe base layer by the channel codingRlQuires aproportionally
higbe- gross bit-13t.e. In practical systems, the gross bit-rate of the base layer does not exceed the gross
bit-rate of the enhancement layer. Because of the-proportionally highe- channel coding bit-rate for the base
layer, the net bit-rate for source coding of thebase layer is much less than the net bit-rate for the enhancement
layer.

Anothe- reason for the lower net bit-rate for the base layer is the hierarchical modulation: a modu1ation
constellation can be configured more robustly at the cost of available gross bit-rate capacity. If base
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and enhancement layer have a comparable part of the energy or bandwidth of the modulated signal. the
hicrJIchical modulation will have a lower gross bit-rate for the base layer than for the enhancement uyer.
The higher channel coding protcction will in i15 turn even more reduce the avaibble nel bit-rate in the base
layer.

3 Hierarchy of quality levels

In this section, we will only consider systemS where the output of base and enhancement layer have the
same spatio-temporal resolution buta different quality of reconstruction. This means for the scalable source
coding "SNR scalability" or"DaIa partitioning" [3, 4J.

Similar to the scalable c:ase. we will call the simulcasted bitstreamS with lower and with higher bit-rate
the "base layer" and MenbaDoement layer" respectively. The enhancement layer in both simulcast and
scalable coding has been compressed with a finer quantisation.

3.1 Picture quality in simulcast and scalable coding

Picture quality"can be measured objel::trlely by means of the Signal-to-Noise-Ratio (SNR) or by means of
subjective assessments (e.g.lCCOrding to mJ-R Ree. sao [5]). Although the IIIeISUIaDeOlof the subjective
quality is quite cumbersome compared to the calculation of SNR values. it is the subjective quality that
counts in the comparison of different source coding alternatives. In the following, we mean subjective
quality when writing "quality".

The picture quality after compression and decompression of a digital video sequence is usually an
ascending function of the bit-rate. The quality as a function of the bit-rate is usually steeply ascending for
low bit-rates and saturates at higher bit-rates (see Fig. 1).

Quality

Bit-rare

Figure 1: Picture quality vs. bit-rate; thebit-ra1e around which the saturates depends on the video sequence.

We will now comp&re the scalableand simulcast coding. In both alternatives, the base layer has a smaller
video bit-rate than the enhancement layer.

3.1.1 Simulcast

The achievable qualities in each of the layers of simulcast is shown in Fig. 2.
Only if the bit-rate of the base layer is sufficiently less than the saturation bit-ra1e, there will be a

visible difference between both layers. Only in that case, a hierarchical transmission chain combined with
simulcast makes sense. Otherwise there is hardly any noticeable quality jump between both levels of quality
in simulcast

3.1.2 Scalable coding

In a first approximation. the quality of the scalable enhancement layer corresponds to the quality of the
summed bit-rates of base and enhancement layer The situatIon is then as depicted in Fig. 3.
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Bit-rate

Figure 2: The quality of both laym in a simulcast system

This figure clearly shows that a scalable system has an advantage compared to simulcast when the
bit-rate of the simulcast enhancement layer is not higher than the bit-rate where the quality saturates.

The quality of a scalable system is not exactly equal to the quality corresponding to the swn of the
bit-rateS of base and enhancement layer. The scalabWty costs some bit-rate for overhead information. As
the quality of the enhancement layer is usually Deer the saturated put of the quality curve. the subjective
cost of the scalability overhead is mostly small. This has been confirmed by subjective tests [6, 7], where
the quality of SNR scalability with 3+4 Mbit/s was comparable to the quality of non-scalable coding at
7 Mbit/s. .

3.2 Discussion

The question on thesense and nonsense of scalable coding in a hierarchical transmission chain (hierarchical
channel coding and modulation) isaccording to the above description completelydependent on the sequence
and the available bit-rateS in base and enhancement layer. The answez depends on whethez the bit-rates are
in the range where the subjective quality saturates or not The answer can be summarized as follows:

1. Simulcast or scalable source coding make only sense in a hierarchical cransmission chain when the
net video bit-rateof the base layer is sufficiently below the bit-rate where subjective quality saturates.

2. Sca1able source coding outperforms simulcast if the net video bit-rate of the simulcast enhancement
layer is below the bit-rate where the subjective quality saturates.

In applications where the bit-rates of base and enbancement layer are not variable. it is quite probable
that scalability is only advantageous in aitical sequences with a rathez high quality saturation bit-rate.

4 Hierarchy of resolutions

In this case, the resolution (picture size in pels and/or frame rate) of the enhancement layer is higher than
the resolution of the base layer. Each layer can be coded independently (simulcast). Alternatively, the
enhancement layez can be predicted by upconversion of the base layez (spatial or temporal scalability).

In the application envisaged by the HAMLET hardware, the base layC'S is TV while the enhancement
layer is HDTV. One could think of simulcast or spatially scalable transmission wickoUl hierarchical channel
coding and modulation just to provide the same program content to Jow-cost receivers with the JOWel:



QU:llity SIMULCAST and SCALABU C'ODrNG

Bit-rate

Figure 3: The quality of both layers in a scalable system

resolution and 10 high-resolutionreceivers. When the two resolution layers are transmiuedwith hierarchical
modulationand channel coding, a graceful degradation in the high-resolution decodec can be realised under
bad ~tion conditions by falling back 10 the upconverted lower resolution layer. On top of that, the
stronger base layer signal will allow the plug·free and portable reception of the broadcasted program, albeit
in base layer resolution.

4.1 Picture qu~ity in simulcast and scalable coding

In the casc of resolution hierarchy, the Same considerations as in subsection 3.1 on subjective quality and
saturation bit-rate apply 10 the upconverted baS'e layer and the enhancement layer.

Quality SIMULCAST and SPA11.AllY SCALABLE CODING

,~---

Bit-rate
BX4I..~_1IJ,

Figure4: The quality of the upconverted base layer and the enhancement layer in a spatially scalable system



4.2 Discussion

It is an a-priori-choice to include a base layer with lower spatia-temporal quality in the complete system
here. As a consequence, there is no conclusion thaI is directly equivalent to the conclusion 1 of section 3.2.
It is only possible to st.a1e whether a fall-back to the upconvened base a layer makes sense :

1. A Call-back to the IlpCOIIY'erttd base layer makes only sense if the upconvened base layer has a quality
sufficiently below the satUration quality.

According.to our experience with spatial scalability, this is usually the case. Similar to conclusion 2 of
section 3.2, we have :

2. Spatial scalability can only have abetter quality of its enhancement layer compared 10 simulcast if
and only if the bit·rate of the enhancement layer is below the bit-rate where the subjective quality
saIUI3teS.

Therefore. spaIialalabUity can only be advantageous iffor a given bit-tate of the enhancement layer
the simulcast of the enhancement layer leaves room for a visual improvemeoL For the typical bit-rates of
the HDTV mb4N:eft1tA\~layer (16 Mbit/s or more). only aitic:a1 sequences will alow some improvement
due to spatial scalability. c.g•• in vivid motion or just aft« a scene cut

5 Comparison of hardware complexity

We will just compare the hardware necessary for source decoding, i.e.• a non-scalable decoder for simulcast
and a scalable decoder for hierarchical source coding. The hardware for the hierarchical tranSmission chain,
Le., the layered modulation and channel coding, is the same in simulcast and in scalable source coding.

Also for the hardware, we make a distinction between the case of quality scalability and of resolution
scalability.

5.1 Quality scalability

In quality scalability.Selingtrpointedout thatan SNR scalablechip requires no additional memory compared
to a non-scalable decoder [8]. The extra chip area ~uired for SNR scalability is estimaled to be at most
20 %. With a time multiplex of base and enhancement layer data, the extra necessary chip area could be
reduced to a few percents. However. chip COstS are mainly influenced by the package and not by directly by
chip area. The package and pinning is similar in base and enhancement layer.

5.2 Spatial scalability

In thiscase. thecostofthe Ica1able decoder is bigherthan the cost ofanon·scalable decoder (for decoding the
enhancement layer of simulcast). The scalable decoder needs on top of the non·scalable decoder a smaller
decoder. including memory. for die bile layer. It tbae should be a fall-ba possible to the upc:oDW21ed
base layer in simulcast, then the hardware for upconversion is common to both scalable and non-lca1able
decoders.

Also in this case. the extra chip area in the scalable decoder could be reduced by a time multiplex of
base and enhancement layer. In any case, the principal extra cost in the spatially scalable decoder is for the
memory chips of the base layer. Therefore. in a scalable HDTV-decoder with a TV base layer. the decoder
cost is approximately 1.3 times higher [8J.

6 ADTI Simulations

6.1 Objectives of the experiment

Within the framework of EUREKA ADTI. two main broadcast scenarii had to be compared in order to
contribute to the work: of DVB on the introduction of digital HDTV: simulcast and embedded. Therefore. a



psycho-visual experiment was C3Iried out to compare the perform:mces of both coding systems: it aimed
at me3.Suring the difference. 10 bitr:lle, bcrv.'cen the HDTV quallLJCS Issued from both hierarchic;l] and
simulcast scenarii. This evaluation was the first C3Iried oul cn HDT\' sctJucnces coded 10 conformity with

the MPEG2 standard: MP@H14 vs SSp@HI4.
These tests are only a part of the information's needed to compare TV/HDTV broadcast scenarii. The

purposeof the experiment is the evaluation of the possible loss in picturequali ty in the embedded mode, when
aTV bit stream is embedded in the HDTV one, in comparison with the simulcast TV/HDTV transmission
in which the bit streams are independent

The experiment was organised and carried out by ADTI' while the simulations were completed by
HAMlET.

6.2 Simulations

'The simulations carried out for these tests were based on :

• Simulcast 16/9 HO'IV processings at 20 Mbitls & 16 Mbit/s,

• Simu1~ 4f3'IV processings at 4 Mbitls & 3Mbit/s,

• Embedded 16/9 processings at 20 Mbitls (including 1619 TV 814 Mbit/s).

The sequences encoded were Cross-Counlry Skiing, Mobile & Calendar 2. Saint-Malo. Table Tennis 2.
Tamburini.

The way of encoding included some results of optimisations for HDTV processings that had been
performed within the HAMI.Ef WP2.

6.3 PSNR Results

Considering the luminance Peak Signal to Noise Ratio curves. a first analysis shows that the embedded
encoding at (16+4) Mbit/s does not seem to give significant improvement on the standalone one at 16 Mbitls.
and is far away from the values of the standalone one at 20 Mbit/s.

Moreover. for embedded encoding"the quality of the base layer does not seem to be sufficient enough
to obtain a good spatial prediction for the enhancement layer at such bit rate.

On the other hand even though the embedded encoding curves do not have a very good average. they
are more constant for both type of pictures (the I, P'& B-picture PSNR values are closer one to each other)
: that can lead to a good subjective effect

6.4 Subjective evaluation Results

From the HDTV experiment, it can be concluded with agood accuracy that the quality of the HDTV pictures
in an embedded system at 20 Mbitls is equivalent to the HOTV quality of a simulcast system at 16 Mbit/s.
The difference in bitrate. for siJniW' quality, is therefore 20 % of the embedded system bitrate.

Another conclusion which can be drawn from these experiments concerns the absolute HO'IV quality.
On the limited basis of the mJ-R aitaia, it may be asswned tha120 Mbitls. even with simulcast approach.
is not enough to provide acceptable HDTV secondary distribution.

The swement of the~ ofa complete TV/HDTV system would require more information on
the minimum acceptable quality for 'IV and HDTV distribution services

7 Conclusion

We have compared scalable source coding and simulcast. both for transmission over a layered hierarchical
transmission chain. We have shown that it only makes sense to have an (upconverted) base layer as fall­
back if its quality is sufficiently below the bit-rate where quality saturates. We have also shown that the
scalable enhancement layer can outperform the simulcast enhaneementlayer if the quality of the simulcast
enhancement layer is below the saturation quality. In general. a conclusion on scalability vs. simulcast
depends on one hand on the quality saturation and its corresponding bit-rate for a given sequence. and on



the other hand on the bit-r:lle of base and enhancement lJycr The extra h:udw:uc complexity for SNR
scLlabilily is smJlI. whllc In Sp:JlLJJ s.cJlabillly. IllS rou\:hh \:, l'1'" hghcr. \kpendmg on the 5ubs.:unpiing
of the base layer
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